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Introduction: Machine Learning

» Many applications
» Natural language processing

» Computer vision




Introduction: Machine Learning
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Introduction: Machine Learning
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» Data is gathered from different sources

>

» Then the data is centralized Upload

. . Dataset
» Privacy issues




Introduction: Federated Learning
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» Privacy driven® j
» We have clients that own data and aim to =)

train a common ML algorithm Updates T
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» They DO NOT share the data, instead they

Ioc.ally tra(;n the ML algorithm on their } l/_, 8 8 8 8
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» Then they share the trained ML model with

the server @ @ @

! Attacks have shown that FL's privacy is broken Franziska Boenisch, Adam Dziedzic, Roei Schuster, et al. “When the curious
abandon honesty: Federated learning is not private”. In: arXiv preprint arXiv:2112.02918 (2021)
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Threats in FL: Introduction

> Adversarial examples (Integrity)

. L +.007 x
» Inference attacks (Confidentiality)

» Model extraction (Confidentiality)

@ SVl (0.2.0) (v (6,2,0))
» Poisoning attacks (Integrity & Availability) “panda” “nematode” “gibbon”
57.7% confidence 8.2% confidence 99.3 % confidence

lan J Goodfellow, Jonathon Shlens, and Christian Szegedy. “Explaining and harnessing adversarial examples”. In:
arXiv preprint arXiv:1412.6572 (2014)




Threats in FL: Adversarial examples

input image adversarial perturbation  adversarial example
- T

» Adversarial examples are a threat in ML and
FL

» Test phase attack

» We need an image and oracle access to the
model (black-box)...

» or also access to the inner computations of the
model (white-box)

school bus (94%) ostrich (97%)

ML Security, 2021 — B. Biggio https://unica-mlsec.github.io/mlsec
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~
dog
max L(D;w)

The gradient of the objective allows us to
compute an adversarial perturbation...

ML Security, 2021 — B. Biggio https://unica-mlsec.github.io/mlsec
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Threats in FL: Adversarial examples
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... which is then added to the input
image to cause misclassification

ML Security, 2021 — B. Biggio https://unica-mlsec.github.io/mlsec
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Threats in FL

Not only in the digital domain...

Mahmood Sharif, Sruti Bhagavatula, Lujo Bauer, et al. “Accessorize to a crime: Real and stealthy attacks on state-of-the-art
face recognition”. In: Proceedings of the 2016 acm sigsac conference on computer and communications security. 2016,
pp. 1528-1540
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Threats in FL: Adversarial examples

How can we defend against adversarial examples?

» Input filtering

» Adversarial training
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Threats in FL: Inference Attacks

Federated Learning with Untrusted Servers is Not Private
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Franziska Boenisch, Adam Dziedzic, Roei Schuster, et al. “When the curious abandon honesty: Federated learning is not
private”. In: arXiv preprint arXiv:2112.02918 (2021)
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Threats in FL: Inference Attacks
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Franziska Boenisch, Adam Dziedzic, Roei Schuster, et al. “When the curious abandon honesty: Federated learning is not
private”. In: arXiv preprint arXiv:2112.02918 (2021)
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Threats in FL: Inference Attacks

How can we defend against inference attacks?

» Secure aggregation

» Differential privacy

0.001 0.01 0.1

Franziska Boenisch, Adam Dziedzic, Roei Schuster, et al. “When the curious abandon honesty: Federated learning is not
private”. In: arXiv preprint arXiv:2112.02918 (2021)
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Threats in FL: Backdoor Attacks

» How do we test DL models?
» We use test sets

» If the model behaves correctly in the test set,
we say the model is correct

» Some works try to understand why 2
(a) Husky classified as wolf (b) Explanation

2Saumitra Mishra, Bob L Sturm, and Simon Dixon. “Local interpretable model-agnostic explanations for music content
analysis.”. In: ISMIR. vol. 53. 2017, pp. 537-543
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Threats in FL: Backdoor Attacks

» What happens with untested samples?

» We can create them adding a trigger °

» Trigger:
» Label: “Speed Limit”

3Tianyu Gu, Kang Liu, Brendan Dolan-Gavitt, et al. “Badnets: Evaluating backdooring attacks on deep neural networks”. In:
IEEE Access 7 (2019), pp. 47230-47244
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Threats in FL: Backdoor Attacks
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1) Can we backdoor FL? [6]

2) Yes, we can... [7]

(1)

(2)

(3) But, how? [§]

(4) Use a scaling factor A for scaling the models 8 8 8
(5)

5) Every client receives a backdoored model

19



Threats in FL: Backdoor Attacks
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» ‘Is it possible to launch a backdoor attack,
where only targeted (victim) clients get a

backdoored model whereas the remaining
(non-victim) clients get a clean model?"*

=

“Gorka Abad, Servio Paguada, Stjepan Picek, et al. “Client-Wise Targeted Backdoor in Federated Learning”. In:
arXiv preprint arXiv:2203.08689 (2022)
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Threats in FL: Backdoor Attacks

How can we defend against backdoor attacks?

» Secure aggregation
» Input cleaning

> Post-training defenses, e.g., Neural Cleanse [10]
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Final Remarks: Backdoor Attacks

1
2

False sensation of security

Attacking is easier to defend

4
5

(1)
(2)
(3) What about the threats we do not know?
(4) Can we train a robust model?

(5)

Could explainable Al help?

23



Thanks for your attention, any questions?

large abad.gorka@ru.nl
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